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ABSTRACT

Aesthetics assessment and emotion recognition are two fun-
damental problems in user perception understanding. While
the two tasks are correlated and mutually beneficial, they are
usually solved separately in existing studies. In this paper,
we resort to multi-task learning to deal with aesthetics assess-
ment and emotion recognition for images in a unified frame-
work. Towards this goal, we extend a large scale emotion
dataset by further manually rating the aesthetic qualities of
images. To our best knowledge, the new dataset is the first
collection of images that are associated with both aesthetic
and emotional labels. Besides, we present a novel Aesthetics-
Emotion hybrid Network (AENet) for multi-task learning on
aesthetics assessment and emotion recognition. Task-specific
and shared features have been explicitly separated by different
network streams, and effectively fused at multiple network
levels. Experiments on our new and benchmark datasets ver-
ify the effectiveness of our approach for unified aesthetics and
emotion prediction.

Index Terms— Aesthetics assessment, emotion recogni-
tion, multi-task learning

1. INTRODUCTION

Inferring the high-level semantics of an image has reached
many outstanding milestones with the latest achievements in
computer vision and multimedia communities [1, 2, 3]. Re-
cently, researchers have drawn ideas from the aforementioned
to address yet more challenging problems such as understand-
ing users’ psychological perceptions of visual content. Typ-
ically, aesthetics assessment [4] and emotion recognition [5]
are two fundamental problems in user perception understand-
ing, which aim to predict human aesthetic and emotional re-
actions evoked by visual stimuli, respectively. The potential
applications include image retrieval [6], album curation [7],
and photo enhancement [8].

⋆ Corresponding author.
This work was supported by National Natural Science Foundation of China
(Grant 61701281, Grant 61573219, and Grant 61876098), Shandong Provin-

In recent years, there have emerged some large-scale im-
age datasets with peer-rated aesthetic or emotional labels,
which facilitate the development of learning-based methods
[9, 10]. Generally, image aesthetics assessment is cast as
a classification or regression problem to distinguish high-
aesthetic images from low-aesthetic ones, while image emo-
tion recognition is formulated to classify images into the
predefined emotional categories. The key challenge is to ex-
tract discriminative visual features. Recent research advances
[11, 12, 13] stem from elaborately designing handcrafted
features, and evolve into automatically learning deep repre-
sentations for visual aesthetics or emotion.

Despite the remarkable progress in existing studies, im-
age aesthetics assessment and emotion recognition are usually
considered as two separate and independent tasks. Intuitively,
aesthetic and emotional perceptions are correlated and inter-
act with each other at the human cognitive level. For example,
if an image could provide a feeling of pleasure in aesthetics,
it is much likely to arouse positive emotions for viewers. In
neuroscience, it has also proven that an aesthetic experience is
a cognitive process accompanied by continuously upgrading
affective states, resulting in an emotion, and vice versa [14].
Therefore, we argue that aesthetics assessment and emotion
recognition needs to be coupled and solved as a whole.

Motivated by this, in this paper, we resort to multi-task
learning [15] to deal with image aesthetics assessment and
emotion recognition in a unified framework. Nevertheless,
this idea faces two major challenges:

• The use of multi-task learning requires images to be
associated with both aesthetic and emotional labels,
which is hardly satisfied in existing datasets.

• The architecture of most multi-task learning frame-
works is inflexible, in which the private and shared
information of different tasks are determined merely
based on the sharing or separation of some parameters.

To address the above issues, we collect a large scale set of
images that are associated with both aesthetic and emotional
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Fig. 1. The number of high-aesthetic and low-aesthetic im-
ages grouped on eight emotional categories. The first four
emotions (i.e., amusement, excitement, awe, and content-
ment) are positive, while the last four (i.e., disgust, anger, fear,
and sadness) are negative.

labels. It could laid the foundation for us to develop the col-
laborative modeling of aesthetic and emotional perceptions.
This new dataset will be released to the research community1.
Moreover, we present a novel deep neural network architec-
ture for multi-task learning on aesthetics assessment and emo-
tion recognition. The network explicitly separates the features
specific to each single task and the features shared between
tasks. A fusion layer is introduced at multiple network lev-
els to effectively combine the task-specific and shared knowl-
edge. Experiments on our new and benchmark datasets verify
the effectiveness of our approach for unified aesthetics and
emotion prediction in images.

2. DATASET CONSTRUCTION

In this section, we introduce a large scale dataset to facilitate
multi-task learning for unified image aesthetics and emotion
prediction. We refer to this dataset as the “Images with Aes-
thetics and Emotions”, or IAE for short. To our best knowl-
edge, IAE is the first collection of images associated with both
aesthetic and emotional labels. Specifically, IAE is an ex-
tension of the earlier work in [10], where 22,086 images are
manually divided into eight emotion categories, i.e., amuse-
ment, anger, awe, contentment, disgust, excitement, fear, and
sadness. Each category consists of more than 1,100 images.

We further rate the quality of these images from the aes-
thetic perspective. To ensure the quality and integrity of the
rating process, ten volunteers were invited to rate each im-
age with one of the four quality levels: Excellent (score 10),
Good (score 7) , Fair (score 4) and Bad (score 1). The aes-
thetic quality of each image is measured by the average of
the scores from individual raters, and thus takes values on the
scale of 1 to 10. Similar to previous rating datasets [9], we
find that the average scores are well fit by a Gaussian dis-
tribution. Then, images with average scores smaller than 5

1https://github.com/junfish/IEA-dataset

were labeled as low quality, and the others were labeled as
high quality. Finally, we identified 12,641 high-aesthetic and
9,445 low-aesthetic images, respectively.

Fig. 1 displays the number of high-aesthetic and low-
aesthetic images grouped on each emotional category. As can
be seen, if images arouse positive emotions, they are more
likely to have high-aesthetic quality; otherwise, they are more
likely to be low-aesthetic ones. This phenomenon provides
empirical support for our claim that aesthetic and emotional
perceptions are correlated and interact with each other.

3. METHOD

Recently, neural-based models for multi-task learning have
become popular, since they provide a convenient way of com-
bining information from multiple tasks [15]. Following this
idea, we present a novel Aesthetics-Emotion hybrid Network
(AENet) for unified aesthetics and emotion prediction.

3.1. Overall Architecture

Previous works on neural-based multi-task learning deter-
mine the private and shared features of different tasks merely
based on the sharing or separation of certain network lay-
ers. As pointed out in [16], such a strategy may lead to the
mutual interference between the private and shared features.
In this paper, we attempt to explicitly separate the features
specific to each single task and the features shared between
tasks. Fig. 2 displays the overall architecture of the proposed
AENet. AENet is composed of three streams, which are all
designed based on the well-known ResNet50 model [1]:

• Aesthetic stream (A-stream) extracts the informa-
tion that is unique to the task of aesthetics assessment.
We exploited a ResNet50 model pre-trained on the
AVA aesthetics dataset [9], and transferred the model
weights to this stream as initialization. This stream get
the aesthetic task-specific features from input image.

• Emotional stream (E-stream) extracts the emotion-
related information for emotion recognition. In a sim-
ilar way, we pre-trained the stream on the FI emotion
dataset [10].

• Shared stream (S-stream) extracts the features that are
shared across aesthetics assessment and emotion recog-
nition. Specially, it was initialized with the pre-trained
weights on ImageNet [17]. The features output from
this stream can be used for the two related high-level
tasks.

Note that ResNet50 partitions network layers into multi-
ple blocks, each of which contains similar operations of con-
volution and pooling. At the end of each block, we combine
S-stream with A-stream and E-stream through a fusion layer
(see Section 3.2). In this way, the task-specific and shared
features are jointly leveraged to improve the performance of
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Fig. 2. Overview of the proposed AENet. The cuboids represent the activation maps, and the rectangles represent the operations
such as convolution and concatenation.

each single task. Besides, we concatenate the final output vec-
tors of S-stream and A-stream for aesthetics assessment, and
those of S-stream and E-stream for emotion recognition.

Since both aesthetics assessment and emotion recognition
are formulated as classification problems, we choose the bi-
nary cross-entropy loss La for the former and the softmax
cross-entropy loss Le for the latter. The total loss is computed
as the weighted sum of the individual losses at each task, i.e.,

L = La + λLe , (1)

where λ is a trade-off hyper-parameter balancing the two
terms.

3.2. Fusion Layer

Fusion layers are designed to effectively combine the knowl-
edge of S-stream and that of A-stream and E-stream. Inspired
by the work in [18], we realize the fusion by a linear com-
bination of the activation maps of the three streams. Given
the activation maps fs, fa, and fe from S-stream, A-stream,
and E-stream, we learn the linear combinations f̃a and f̃e,
and feed them as input to the next layer of A-stream and E-
stream, respectively. Specifically, at the location (x, y) in the
activation maps, f̃a and f̃e are defined as

f̃a(x, y)fs(x, y)

f̃e(x, y)

 =

αp αs 0
0 1 0
0 βs βp

fa(x, y)fs(x, y)
fe(x, y)

 . (2)

Here, the scaling parameters αs and αp control the relative
importance of the shared and task-specific features for aes-
thetics assessment, while βs and βp control that for emotion
recognition.

Since the fusion layer is modeled as a linear combination
by the above scaling parameters, their partial derivatives for

the loss L can be easily computed as[
∂L

∂αp

∂L

∂αs

]⊤
=

∂L

∂f̃a(x, y)

[
fa(x, y) fs(x, y)

]⊤
,

[
∂L

∂βp

∂L

∂βs

]⊤
=

∂L

∂f̃e(x, y)

[
fe(x, y) fs(x, y)

]⊤
.

(3)

Eq. (2) and Eq. (3) formalize the forward-propagation
and back-propagation calculations through a fusion layer, re-
spectively. As can be seen, the end-to-end learning is unim-
peded in this layer. The optimal values of the scaling param-
eters will be automatically determined in learning.

3.3. Implementation Details

The network is trained with the mini-batch stochastic gradient
descent algorithm. We set the batch size to 64. The parame-
ters in the fusion layers were initially set to αp = βp = 0.9
and αs = βs = 0.1, which are about two or three orders of
magnitude larger than the typical values of the other layer pa-
rameters that were initialized using the Xavier method [19].
Therefore, we need to use higher learning rates for the fu-
sion layers. In practice, we set the learning rate of the scaling
parameters to 102, and that of the other parameters to 10−4.
This leads to faster convergence and the best performance.
Besides, since aesthetics assessment is formulated as binary
classification and emotion recognition as multi-label classifi-
cation, for the best and balanced performance between two
related tasks, we set the trade-off hyper-parameter to balance
the variation of two losses by setting λ = 1/4.

4. EXPERIMENTS

4.1. Experimental Settings

4.1.1. Datasets

We evaluated our approach on the new IAE dataset for aes-
thetics assessment and emotion recognition, respectively. We
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Methods Aes Acc (%) Emo Acc (%)

Single-
task

ResNet50 74.85 61.09
WRN 75.16 62.65

Multi-
task

SSNet 77.79 60.23
CSNet 77.70 63.17

AENet-FL 76.68 61.46
AENet (Ours) 81.05 66.23

Table 1. Classification accuracy on IAE for aesthetics assess-
ment and emotion recognition, respectively.

randomly picked out 70% of images for training, 10% for val-
idation, and the remaining for testing. In order to verify the
generalization ability, we also tested on an aesthetics and an
emotion benchmark dataset separately, i.e., AVA [9] and Art-
Photo [20]. Note that AVA and ArtPhoto were only used as
test sets.

4.1.2. Baselines

Single-task Baselines: We first compared our approach
against single-task learning models. The first competitor is
ResNet50, which serves as the base network of our proposed
AENet. It should be noted that AENet has more parame-
ters (nearly three times) than ResNet50. To clarify whether
performance improvement is only due to more number of
parameters, we adopted the Wide ResNet (WRN) [21] as
another baseline. WRN has a widened architecture of ResNet
blocks, and was configured to have an approximate number
of parameters with AENet in our case.
Multi-task Baselines: We also introduced three multi-task
learning models as baselines. One is the traditional Share-
Split Network (SSNet) [22], where all convolutional layers
are shared and the split takes place after the last convolutional
layer for task-specific losses. Another one is the Cross-Stitch
Network (CSNet) [18], in which the individual streams of
each task are directly fused via element-wise linear combi-
nations of their activation maps. Besides, we implemented a
variant method of AENet without the fusion layers, which is
denoted by AENet-FL.

4.2. Experimental Results

In our experiments, classification accuracy is adopted as the
evaluation metric. Table 1 summarizes the results of differ-
ent methods on IAE. Compared to the single-task baselines,
our AENet exhibits at least 5.9% and 3.6% performance
improvement for aesthetics assessment and emotion recog-
nition, respectively. In particular, the superiority of AENet
over WRN suggests that the improvement is derived from the
full use of shared knowledge between tasks, rather than the
simple increase of the number of model parameters. For the

Methods
Datasets Aes Acc (%) Emo Acc (%)

AVA ArtPhoto

Single-
task

ResNet50 71.18 24.83
WRN 71.33 27.02

Multi-
task

SSNet 68.39 23.86
CSNet 70.48 27.30

AENet-FL 70.29 24.22
AENet (Ours) 72.83 27.92

Table 2. Classification accuracy of different methods on AVA
and ArtPhoto, respectively.

multi-task baselines, we find that it is difficult for the tradi-
tional SSNet to enhance both tasks simultaneously. This may
be attributed to the less flexibility of its parameter sharing
mechanism. In addition, AENet substantially outperforms
CSNet. A possible reason is that AENet explicitly separates
the features specific to each task as well as the features shared
between tasks, which is overlooked by CSNet. We also no-
tice that AENet achieves higher performance than AENet-FL,
which indicates the importance of the fusion layers in com-
bining the task-specific and shared knowledge at multiple
network levels.

As aforementioned, we performed a cross-set evaluation,
where all models were trained only on IAE, but tested on AVA
and ArtPhoto, respectively. Table 2 shows the comparison re-
sults. Compared to the results listed in Table 1, all methods
experience a sharp degradation in performance, especially on
ArtPhoto. We believe this is because there exists a signifi-
cant difference in data distribution between training and test-
ing sets. As expected, AENet still outperforms all its counter-
parts. For example, AENet enjoys about 1.7% improvement
over the runner-up method on AVA. The observation high-
lights the better generalization ability of AENet.

5. CONCLUSION

In this paper, we have addressed the problem of unified image
aesthetics and emotion prediction by introducing an end-to-
end multi-task deep learning framework, i.e., AENet. Task-
specific and shared features have been separately extracted
by different network streams, and effectively fused at mul-
tiple network levels. Experimental results have verified the
promise of our approach for aesthetics assessment and emo-
tion recognition, respectively. We believe that the AENet ar-
chitecture can be also used for other related tasks, and the
research on the relationships between aesthetics and emotion
is thought-provoking. In addition, we have collected the new
IAE dataset, which initially associates images with both aes-
thetic and emotional labels. We hope that it will promote the
development of the understanding on high-level visual per-
ceptions in the future.
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