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Brain network analysis is of great importance in
clinical diagnosis and treatments. we present a
novel graph-based kernel learning approach for
brain network classification. Specifically, we
demonstrate how to exploit the natural graph
structure of brain networks to encode prior know-
ledge in the kernel using the tensor product
operator. For each brain network, we first propose
to apply sparse matrix factorization with a sym-
metric constraint to extract tensor product based
approximation. We then use them to derive a
structure-persevering symmetric graph kernel to be
fed into the support vector machine (SVM). The
framework is shown as follows:
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The assessment of Alzheimer’s Disease (AD) and
Mild Cognitive Impairment (MCI) associated with
brain changes remains a challenging task. We
propose a novel tensor-based multi-modality
feature selection and regression model for the
diagnosis and biomarker identification of AD and
MCI from normal controls. We present the
practical advantages of our method for the analysis
of ADNI data using three imaging modalities
(VBM-MRI, FDG-PET and AV45-PET) with
clinical parameters of disease severity and cog-
nitive scores. The framework of our method is
shown as follows:

To exploit the high-dimensional structure and
correlation in the tensor representation, we employ
the following sparse and low-rank tensor regre-
ssion model:

where is a unit-rank tensor
defined upon the CP rank. Here we adopt the fast
Stagewise Unit-Rank tensor Factorization (SURF)
algorithm to solve the optimization problem above.
Performance comparison over different feature

sizes on ADNI dataset is shown below:

To verify that our proposed method can learn a
better sparse structure, we visualize the coefficient
weights in terms of each imaging modality:

We also use BrainNet Viewer to visualize the brain
structure and highlight the regions that the pro-
posed method used to make the predictions against
other compared methods:
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